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Abstract                
Calculating similarities between texts written in any language remains one of 
the extremely important challenges encounter natural language processing. 
This paper presents the modified Jaccard similarity coefficient for the texts; 
the main aim from this modification is to count the number of similar sen-
tences between texts instead of counting the number of similar words between 
them as in previous works. This modification is applied by produced an equa-
tion which combining the Jaccard coefficient and the similarity coefficient, 
furthermore, two criteria are employed in the proposed equation; where the 
first one is multiplied by the Jaccard coefficient and the second criterion is 
multiplied by the similarity coefficient. The objective of these criteria is to 
keep the similarity degree between 0 and 1. The experimental results are logi-
cal, in which the similarity degree of the proposed equation increased approx-
imately 3% on Jaccard coefficient degree when chosen texts from the same 
class, while it became less than the Jaccard coefficient degree when chosen 
texts from the various classes. 

Key words: Text Mining, Text Similarity, Lexical Similarity, String-Based 
Similarity, Jaccard Coefficient.
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Modificaci n del coeficiente de Jaccard para similitud 
de textos

Calcular similitudes entre textos escritos en cualquier idioma sigue sien-
do uno de los desafíos extremadamente importantes que enfrenta el pro-
cesamiento del lenguaje natural. Este artículo presenta el coeficiente de 
similitud de Jaccard modificado para los textos; El objetivo principal de 
esta modificación es contar el número de oraciones similares entre textos 
en lugar de contar el número de palabras similares entre ellos como en 
trabajos anteriores. Esta modificación se aplica produciendo una ecuación 
que combina el coeficiente Jaccard y el coeficiente de similitud, además, se 
emplean dos criterios en la ecuación propuesta; donde el primero se multi-
plica por el coeficiente de Jaccard y el segundo criterio se multiplica por el 
coeficiente de similitud. El objetivo de estos criterios es mantener el grado 
de similitud entre 0 y 1. Los resultados experimentales son lógicos, en los 
que el grado de similitud de la ecuación propuesta aumentó aproximad-
amente un 3% en el grado de coeficiente de Jaccard cuando se eligieron 
textos de la misma clase, mientras menor que el grado de coeficiente de 
Jaccard cuando se eligen textos de varias clases.

Palabras clave: minería de texto, similitud de texto, similitud léxica, simil-
itud basada en cadenas, coeficiente Jaccard.

Introduction

Text mining alludes to the process of extracting and discovering beneficial 
information from unorganized texts. Computing the similarity between 
texts is an important element in different tasks like text summarization, 
machine translation, text clustering, text categorization and others (Su and 
Seoung, 2017).
Text similarity consists of two types; which are the lexical and seman-
tic similarity. In lexical similarity, the similarity based on matching the 
characters between words or statements. While in semantic similarity, the 
similarity based on the meaning, for e.g. “Support Vector Machine” and 
“SVM” are both similar to each other semantically.

This paper focuses on lexical similarity, which is a measure uses to count 
the similarity degree of a set of words from two particular texts by the 
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characters matching process. A lexical similarity of 1 (means 100%) means 
full overlap between words, while Lexical similarity of 0 means that there 
is no common word in a particular text. Lexical similarity is measured 
by using String-Based algorithms; which are classified to character-based 
similarity and term-based similarity which was used in this paper (Nitesh 
et al., 2015).

Jaccard Similarity is one of the techniques that measures the lexical sim-
ilarity depending on the term-based similarity.  Uusually, the Jaccard co-
efficient counts the similarity degree between the two texts by computing 
the frequency of the shared words between them. (Suphakit et al., 2013).

The Jaccard coefficient counts only the similarity between words with-
out taking into consideration the similarity between the sentences which 
increases the ratio of similarity. So, the Jaccard coefficient was modified 
in this paper to increase the real similarity and reduce the similarity error 
ratio which may occur as a result of using the Jaccard coefficient alone.

The remnant of this paper is systematized as follows: section 2 explains 
some previous works, section 3 presents the measures of the text similar-
ity, section 4 shows the string-based similarity in detail, section 5 demon-
strates the proposed system, results and experiments are displayed in sec-
tion 6, and finally, the conclusions are clarified in section 7.

Previous Work

The text similarity concept is becoming most common in natural language 
processing. Therefore, several studies are carried out to show the vari-
ous methods which are used to measure the similarity degree between the 
words, sentences, paragraphs, and texts.

A study was conducted in (Suphakit et al., 2013) by Suphakit N. and et al. 
where they proposed a method to measure the similarity between words 
using a Jaccard coefficient with Prolog programming language. the per-
formance of this proposed method was calculated using F-measure, re-
call, and precision. The performance measures proved the ability of the 
proposed method to handle high consistently when failure and mistake 
spelling occurred.
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In addition, in (Neha et al., 2014) Neha A. and et al presented a compara-
tive study between Jaccard coefficient and cosine similarity with regard to 
the complexity of time and result pertinent to the query to categorize web 
documents depending on their field. The two techniques are best-known 
techniques to detect the similarity between the two documents. The time 
needed to generate a cluster using the cosine similarity measure is less 
than the jaccard coefficient because of the mathematical equation used 
to count the similarity between the documents. Furthermore, the Jaccard 
coefficient takes much time when matching all the words of one document 
to another document words. Through applying the paradigm of the Jaccard 
coefficient and cosine similarity, the cluster created by cosine similarity 
gives the most precise and pertinent result as compared to the Jaccard 
Coefficient. 

Moreover, in (Sheetal and Sushma, 2010) Sheetal A. T. and Sushma S. N. 
presented a new approach which calculated the semantic similarity be-
tween terms using keywords got from Wikipedia extracts with the five 
various similarity measures of association which are (simple matching, 
Dice, Jaccard, Overlap, Cosine coefficient). The Porter algorithm is used 
by the new approach to remove the suffix from extracts; after that, the Lo-
han’s idea is applied to detect the important words from the extracts which 
processed in advance. Finally, the five measures performance is evaluated 
using a standard data set from Miller and Charle. The result shows that the 
extracts in Wikipedia have an important impact on the precision of seman-
tic similarity measure between words. 

Furthermore, in (Praveenkumar and Harinarayana, 2018) Praveenkumar 
V. and N.S. Harinarayana submitted two approaches ( Jaccard similarity 
test and statistical technique that is called term frequency-inverse doc-
ument frequency (TF-IDF)) which are significant of the information re-
trieval process. These approaches are used in ‘relevancy ranking’ of words 
used in the whole text of the digital resource. The popular words are found 
in the whole text of the essay and social tags. The results display that 
it’s possible to set the “weight” for keywords to improve results and also 
to identify important tags that the user assigns. The Jaccard coefficient 
test was depended to comprehend the word similarity between whole text 
words of the essay and the social tags.

A different study was presented in (Vikas and Vivek, 2013) by Vikas T. 
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and Vivek J.  where they perform a comparative analysis to discover the 
most appropriate document for a particular group of keywords using three 
measures for similarity (DICE, Cosine, and JACCARD). This is done uti-
lizing the genetic algorithm, where the best value for the fitness function is 
the rate of 10 operations of the same code for a constant number of itera-
tions. The similarity measure is found for a set of documents returned for a 
particular search query from Google, and then fitness values are computed 
using similarity measures. in this study, 10 diverse generations averaged 
for each search query by operating the program 10 times for the constant 
value of prospect of crossover Pc = 0.7 and the prospect of  Mutation Pm 
= 0.01 mutation.

Text Similarity Measures

The similarities between words can be measured in two ways lexical and 
semantic. when the words have a similar sequence of characters then these 
words are similar in lexicon, but when the words have the same subject 
then these words are similar in semantic. Usually, the lexical similarity 
can be measured by String-Based algorithms; but the semantic similarity 
is measured by the Knowledge-Based and Corpus-Based algorithms (Vi-
jaymeena and Kavitha, 2016). 

String-Based Similarity

String-Based algorithms are used to measure lexical similarity; String-
Based measures work on a series of strings and characters composition.  
String metric is used to measure the similarity and difference between the 
text strings. This metric is used to match the string or comparison but it is 
approximate. String-Based algorithms are splitted into two types Charac-
ter-based and Term-based similarity (Wael and Aly, 2012).  

A. Character-based similarity

The counting process is used to count the distance between any two 
strings. The minimum number of processes desired converting one string 
into another and the processes like insertion, deletion, or replacement of 
one character and alteration of two characters that are adjoining are de-
termined by Damerau-Levenshtein (Vijaymeena and Kavitha, 2016). The 
character-based similarity has many algorithms to measure the similarity 



2904 Opcion, Año 35, Nº Especial 19 (2019): 2899-2921
Sura Mahmood Abdullah et. al.

such as Smith-Waterman, N-gram, Damerau–Levenshtein, Jaro–Winkler, 
Needleman–Wunsch, Jaro and Longest Common Substring (LCS) (Khuat 
et al., 2015).

B. Term-based similarity

The absolute distance is calculated as the distance that will be visited to 
move from one point of data to another when follows the networked path. 
The absolute distance between elements is the total variations of their cor-
responding components Wael and Aly, 2012). 

The term-based similarity measurement contains many algorithms like 
Block Distance, Cosine similarity, Dice’s coefficient, Euclidean distance, 
Matching Coefficient, Overlap coefficient and Jaccard coefficient (Khuat 
et al., 2015).
Jaccard similarity coefficient uses to calculate similar words between the 
two texts by dividing the number of intersecting words between two texts 
on the union of all words of the two texts as shown below in equation 1 
(Lisna, 2016). 

The modifying on the Jaccard coefficient includes inserting both of the 
number of similar sentences and two criteria which are α and β respec-
tively; each of them has a weight. The proposed equation ensures a logical 
examination of the texts depending on the similar words according to the 
Jaccard coefficient and on the number of similar sentences according to 
the proposed equation.

The Proposed System

The system consists of three main stages representing the foundation of 
the system work. These stages are (text processing, frequency computa-
tion, and statistical methods) integrated together to give logical results in 
calculating the similarity between the two texts. Fig.1 shows the stages of 
the proposed system which goes through them to compute the similarity 
degree.
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A. Text Processing 

The system deals with short and long English texts. After loading the text 
to the proposed system, the processing stage is beginning which consid-
ered a primary step in the system. This stage composed of three processes 
which are tokenization, stop words removal and stemming.

Tokenization is a task of chopping up any text into a set of tokens (words) 
and throwing away punctuation and other unwanted characters.

Stop Words Removal is a set of recurring tokens that show in each text like 
pronouns (they, we, you) and conjunctions like (for, and, while) and etc. 
These tokens must be deleted from the text because they don’t have any 
influence on the similarity process. The stop words also include special 
characters and numbers which also must be deleted from the text.
Stemming is a task of deleting any additions from token and restoring it to 
its root. The additions mean affixes (prefixes and suffixes) that should be 
deleted from tokens at this step which represents an important step in the 
system. The stemming process is used to improve the performance of the 
system by decreasing the diverse forms of a token in the token space under 
the root of that token.

Without removing the stop words or using the stemming process or both 
will reduce system performance because the stop words constitute most 
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words in any text and when not removed from the text, it increases the 
complexity of text processing, especially when using long texts. Usually, 
the stemming process reduces the text size when placing the various forms 
of token under its root. When this process is ignored, the results are logi-
cally affected. So system performance will increase when the stop words 
removal and the stemming process are executed.

B. Frequency Computation 

Token Frequency (TF) is a measure of how many times a certain token 
(stem of each token) occurs in a text.

TF= number of occurrences of a token (t) in the text (txt).

Sentence Frequency (SF) is a measure of counting the shared sentences 
between the two texts.

SF= number of shared sentences (S) between text1 (txt1) and text2 (txt2).

C. Statistical Methods

The below coefficients used statistical methods to count the similarity be-
tween texts:

1) Jaccard Coefficient: This coefficient counts the similarity degree 
between the two texts by dividing the number of similar tokens which 
appear in them on all tokens of the two texts; this can be done by using 
equation 2:

2) Similarity Coefficient: The value of this coefficient can be count-
ed by  dividing the number of shared sentences between the two texts on 
the whole number of sentences in both texts without the shared sentences 
between them; this can be applied by using equation 3:
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Where SC represents the Similarity Coefficient value, X represents the 
number of shared sentences between the two texts and Y represents the 
whole number of sentences in both texts.

3) An equation of Proposed System: The proposed equation combin-
ing the Jaccard coefficient and similarity coefficient as shown in equations 
1 and 2 respectively with two criteria (α, β) to calculate the similarity de-
gree between the two texts. The weight of each criterion (α, β) is multiplied 
with the Jaccard coefficient and the similarity coefficient respectively. The 
aim of these criteria is to retain the value of the similarity degree does not 
override the value between (0 and 1), when the value is equal to 1 means 
that the two texts are similar but when there is no similarity between them 
the value becomes equal to 0. So the two criteria have an effect on the pro-
posed equation.  The proposed system equation is illustrated in equation 4

1- Results and Experiments

Texts that have been collected are saved in a dedicated place for using 
them later by the proposed system for the test. Test data is a set of texts that 
distributed in the 3 main classes (computer sciences, applied mathematics 
and applies physics) include (4, 3 and 3) sub-classes respectively. Table 1 
shows the set of test texts.
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Table 2 displays the obtained results from the system after testing a set of 
selected texts from multi-classes as shown in Table 1. Results represent 
the similarity degrees which calculated using Jaccard coefficient initially 
then by using the proposed equation on the same texts; the differences in 
texts similarity degrees were observed between the proposed equation and 
the Jaccard coefficient. whenever the texts from the same class or nearby 
to that class, the similarity degrees increased in the proposed equation on 
the Jaccard coefficient; but whenever the texts from different classes, the 
similarity degrees decreased in the proposed equation on the Jaccard co-
efficient. In other words, the similarity degrees in the proposed equation 
have improved relatively in both cases, so the results from the proposed 
equation are logical.

Conclusions

The proposed equation is given better results than using the Jaccard co-
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efficient alone, where improved the nearby texts similarity degrees and 
diverged the similarity degrees of various texts. This improvement was 
the result of the influence of the degree of the similarity coefficient on 
the system equation, where its degree depends on the number of shared 
sentences between texts. 

Two criteria that have been adopted are: α its value between (0.80 and 1) 
and β= α-1. They are noted in the proposed equation of the current system 
which showed Jaccard coefficient multiplied by α, to give greater impor-
tance to shared words were not to ensure to existence shared sentences be-
tween the two texts. After the experience of many values for these criteria, 
it shows that these values give better results than the other values.

Typically, the stop words considered 20-30% of the total number of words. 
Removing the stop words is useful to reduce the statistical operations, es-
pecially if the similarity between long texts is required to calculate.

Stemming process has an important effect on the size of texts; it decreases 
the text size when the different forms of the token are put under the root 
of that token. Therefore, the stemming process improves system perfor-
mance.

In the proposed equation, the similarity degree increased by 0.0285 (about 
by 3%) on the degree of the Jaccard coefficient when selected texts from 
the same sub-class, while it became less than the Jaccard coefficient de-
gree when selected texts from different sub-classes.  As a result, the simi-
larity results became more logical.
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